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ARBEITNEHMERHAFTUNG

ChatGPT und seine Tii-

cken

DIGITALISIERUNG Die zunehmende Nutzung von Kiinstlicher Intelligenz
im beruflichen Umfeld fordert Betriebsrdte heraus. Zwei Fragen sind
dabei zentral: Welche Haftungsrisiken bestehen fiir Beschdftigte und
welche Mitbestimmungsrechte hat der Betriebsrat? Antworten am
Beispiel der bekanntesten KI-Anwendung.

VON ESTHER BECKHOVE

iinstliche Intelligenz (KI) wie
ChatGPT wird zunehmend in Un-
ternehmen eingesetzt, um Texte zu
generieren, Informationen bereitzu-
stellen oder Arbeitsabldufe zu erleichtern.
Doch wihrend KI-Anwendungen Effizienzge-
winne bringen, bergen sie auch erhebliche Risi-
ken - vor allem im Bereich Datenschutz und
Haftung.
Fiir Betriebsrite stellt sich die Frage: Wie kon-
nen Beschiftigte den Einsatz von ChatGPT si-
cher und verantwortungsvoll gestalten? Welche
Haftungsrisiken bestehen fiir Arbeitnehmer,
wenn durch die Nutzung Fehler passieren?
Und welche Rolle spielt der Betriebsrat bei der
Regulierung von KI-gestiitzten Systemen im
Unternehmen? Dieser Leitfaden gibt eine pra-
xisorientierte Ubersicht iiber die wesentlichen
Risiken und mogliche SchutzmaBnahmen fiir
Arbeitnehmer.

Warum ist der Einsatz von ChatGPT im
Betrieb problematisch?

Datenschutz- und Geheimhaltungsrisiken

ChatGPT verarbeitet Texteingaben extern, und
je nach Version kann es Nutzerdaten speichern
oder fiir das Training weitere KI-Modelle ver-
wenden. Unternehmen und Beschiftigte lau-
fen daher Gefahr, gegen Datenschutzvorgaben
- vor allem die Datenschutz-Grundverordnung
(DSGVO) - zu verstoRen.

Beispiel: Ein Mitarbeiter aus der Perso-
nalabteilung nutzt ChatGPT, um eine profes-

sionelle Formulierung fiir eine Kiindigung zu
erstellen und gibt dabei Name und Kiindi-
gungsgrund eines Beschiftigten ein. Falls die-
se Daten gespeichert oder verarbeitet werden,
liegt ein DatenschutzverstoR vor.

Fehlerhafte oder irrefiihrende Inhalte

ChatGPT kann Falschinformationen generie-
ren oder veraltete bzw. ungenaue Daten liefern.
Arbeitnehmer, die sich blind darauf verlassen,
riskieren, fehlerhafte oder sogar rechtswidrige
Inhalte weiterzugeben.

Beispiel: Ein IT-Mitarbeiter fragt ChatGPT
nach einer Anleitung zur Konfiguration eines
Servers. Die KI liefert eine falsche oder veralte-
te Anleitung, wodurch das System ausféllt und
der Geschiftsbetrieb gestort wird.

VerstoRe gegen betriebliche Regelungen

Nicht jedes Unternehmen erlaubt die Nutzung
von KI-Anwendungen. Wer gegen unterneh-
mensinterne Vorgaben verstoSt, riskiert ar-
beitsrechtliche Konsequenzen.

Beispiel: Ein Mitarbeiter einer Bank nutzt
ChatGPT zur Analyse von Finanzdaten, ob-
wohl das Unternehmen den FEinsatz externer
KI-Tools ausdriicklich untersagt.

Unter welchen Umstédnden haften Beschif-
tigte bei Schaden durch ChatGPT?

Die Haftung von Arbeitnehmern fiir Fehler
beim Einsatz von ChatGPT richtet sich nach
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DARUM GEHT ES

1. KI-Anwendungen
bringen Effizienzgewinne,
bergen aber auch erhebli-
che Risiken - vor allem im
Bereich Datenschutz und
Haftung.

2. Die Haftung von
Arbeitnehmern flir
Fehler beim Einsatz von
ChatGPT richtet sich
nach den Grundsdtzen
der beschriankten Arbeit-
nehmerhaftung.

3. Betriebsrate kdnnen
diese Haftungsrisiken
mindern, indem sie sich
frihzeitig mit ChatGPT
auseinandersetzen und
ihr Mitbestimmungsrecht
ausiiben.
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AUF EINEN BLICK

Die Grundlagen Kiinstlicher Intelligenz (KI)
wurden bereits vor Jahrzehnten entwickelt,
doch erst seit November 2022 gibt es einen
Hype um die Technologie. Damals stellte
das US-Unternehmen OpenAl seine gene-
rative KI ChatGPT vor, die als Sprachmodell
rasch populdr wurde. Heute sind neben
dem Pionier weitere Textgeneratoren stark
gefragt, auch in der Arbeitswelt, denn viele
von ihnen sind in der Basisversion kostenlos
und ihre Nutzung erfordert kaum techni-
sches Wissen.

Die bekanntesten Lésungen sind soge-
nannte Large Language Models (LLM), also
grofRe Sprachmodelle. Dafiir gibt es etwa
eine Handvoll mehr oder weniger bekannter
Anbieter, neben OpenAl etwa Google (mit
Gemini), Meta (Llama), Anthropic (Claire)
und Microsoft, dessen Copilot genanntes
Sprachmodell auf ChatGPT basiert. Zuletzt
debattierten Tech-Welt und Politik zudem
das Potenzial und die Risiken, die mit dem
Einsatz der chinesischen Open-Source-An-
wendung DeepSeek verbunden sind.

Aus deutscher Sicht verdient auBerdem
Aleph Alpha Erwdhnung. Das Unternehmen
wird von namhaften Geldgebern wie SAP
und der Stiftung von Dieter Schwarz unter-
stiitzt, Inhaber von Lidl und Kaufland. Es hat
seinen Sitz in Heidelberg und wirbt mit der
Einhaltung europdischer Datenschutznor-
men.

den Grundsétzen der beschrankten Arbeitneh-
merhaftung. Das bedeutet, dass Arbeitnehmer
nicht automatisch in voller Hohe fiir Schéden
aufkommen miissen. Die Haftung unterschei-
det sich je nach Grad der Fahrlassigkeit:

Leichte Fahrldssigkeit - keine Haftung

Leichte Fahrldssigkeit liegt vor, wenn einem
Beschiftigten ein geringfiigiges Versehen oder
ein alltdglicher Fehler unterlduft.

X Konsequenz: Der Arbeitnehmer haftet
nicht.

Mittlere Fahrldssigkeit - anteilig begrenz-
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te Haftung

Mittlere Fahrldssigkeit bedeutet, dass der Ar-
beitnehmer zwar nicht grob unachtsam war,
aber dennoch gegen seine Sorgfaltspflichten
verstoflen hat.

Konsequenz: Je nach Schaden kann der
Arbeitnehmer anteilig haften, oft unter Be-
riicksichtigung seines Einkommens.

Grobe Fahrlassigkeit - volle oder iiberwie-
gende Haftung

Grobe Fahrlassigkeit liegt vor, wenn ein Ar-
beitnehmer seine Sorgfaltspflichten in auler-
gewohnlich hohem MaR verletzt und einen
Schaden billigend in Kauf nimmt.

X Konsequenz: Der Arbeitnehmer kann in
voller Hohe haftbar gemacht werden.

Vorsatz - volle Haftung

Bei vorsitzlichem Handeln (z. B. absichtlicher
Geheimnisverrat oder bewusst falsche Infor-
mation) haftet der Arbeitnehmer in vollem
Umfang.

Beispiel: Ein Mitarbeiter gibt bewusst ver-
trauliche Geschiftsgeheimnisse in ChatGPT
ein, um eine interne Analyse zu erleichtern,
obwohl ihm bekannt ist, dass die Daten extern
verarbeitet werden.

X Konsequenz: Dies kann neben zivilrecht-
lichen Schadensersatzforderungen auch eine
fristlose Kiindigung und strafrechtliche Konse-
quenzen nach sich ziehen.

Abgrenzung der verschiedenen Arten von
Fahrldssigkeit

Wann welche Form der Fahrlédssigkeit vorliegt,
ist in der Praxis schwer zu entscheiden. Es
kommt auf die Einzelheiten an und oft liegen
Versehen, mangelnde Sorgfalt und Pflichtver-
letzung nah beieinander.

Ungenaue Ubersetzung

Ein Mitarbeiter nutzt ChatGPT, um eine ge-
schiftliche E-Mail an einen ausldndischen
Geschiftspartner zu {iibersetzen. Durch eine
ungenaue Ubersetzung entsteht ein Missver-
standnis, das zu Verzogerungen in einer Lie-
ferkette fiihrt. Der Arbeitgeber muss daraufhin
zusdtzliche MaRnahmen ergreifen, um das
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Problem zu l6sen.
Einstufung: Leichte Fahrldssigkeit

Begriindung: Der Mitarbeiter hitte die Uber-
setzung sorgfaltiger priifen oder sie von einem
Kollegen gegenlesen lassen konnen. Hier hin-
gegen hat der Mitarbeiter vermutlich geglaubt,
dass die KI-Ubersetzung ausreichend ist, und
das Missverstindnis war nicht unmittelbar
vorhersehbar. Die Fehlinterpretation ist ein
»alltdgliches Missgeschick«, das durch eine
zusétzliche Kontrolle vermeidbar gewesen
wire. Die Verzogerung in der Lieferkette ist
zwar drgerlich, aber kein schwerwiegender
Schaden (z. B. keine Vertragsstrafe oder er-
hebliche finanzielle Verluste). Der Arbeitgeber
muss zwar reagieren, aber es entstehen keine
katastrophalen Konsequenzen.

Grobe Fahrlassigkeit wiirde im Gegensatz
dazu vorliegen, wenn der Mitarbeiter eine na-
heliegende und offensichtliche Sorgfaltspflicht
verletzt. Das wire dann der Fall, wenn der Mit-
arbeiter eine geschéftliche E-Mail ohne jegli-
che Priifung aus einer KI {ibernimmt, obwohl
er weil, dass es sich um einen besonders Kkri-
tischen oder rechtsverbindlichen Vertragstext
handelt.

Falsche Produktbeschreibung

Ein Mitarbeiter im E-Commerce nutzt
ChatGPT, um eine Produktbeschreibung fiir
einen neuen Artikel zu erstellen. ChatGPT
beschreibt das Produkt als »wasserdicht«, ob-
wohl es tatsdchlich nur »wasserabweisend«
ist. Der Mitarbeiter iiberpriift den Text nicht
griindlich und stellt die Beschreibung online.
Nach einiger Zeit reklamieren einige Kunden,
weil das Produkt nicht den Erwartungen ent-
spricht. Das Unternehmen muss einige Riick-
erstattungen leisten.

Einstufung: Mittlere Fahrlassigkeit

Begriindung: Der Mitarbeiter hétte die Pro-
duktbeschreibung sorgfiltig priifen miissen,
da er fiir die Richtigkeit der verdffentlichten
Informationen verantwortlich ist. Die Begriffe
»wasserdicht« und »wasserabweisend« haben
eine klare Bedeutung im Produktmarketing
und ein solcher Fehler kann fiir Kunden kauf-
entscheidend sein. Zwar handelt es sich nicht
um eine absichtliche Tauschung, aber der Feh-
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ler hitte durch eine einfache Kontrolle leicht
vermieden werden konnen. Der entstandene
Schaden (Riickerstattungen) ist begrenzt, aber
nicht unerheblich.

Wie kann der Betriebsrat zur Regulierung
der ChatGPT-Nutzung beitragen?

Mitbestimmungspflichten des Betriebsrats

Nach § 87 Abs. 1 Betriebsverfassungsgesetz
(BetrVG) hat der Betriebsrat bei der Einfiih-
rung und Anwendung von technischen Syste-
men, die das Verhalten oder die Leistung der
Beschiftigten erfassen konnen, ein Mitbestim-
mungsrecht. Auch ChatGPT fillt in diese Ka-
tegorie, wenn das Unternehmen Vorgaben zur
Nutzung macht oder soweit KI-Systeme zur
Uberwachung von Verhalten oder Leistung der
Arbeitnehmer geeignet sind.

Betriebsvereinbarungen zu KI-Nutzung

Betriebsrite sollten darauf hinwirken, dass kla-
re Regelungen fiir den Umgang mit ChatGPT
und anderen KI-Tools getroffen werden. Eine
Betriebsvereinbarung konnte folgende Punkte
regeln:
Zulidssige und unzulédssige Anwendungs-
fille (z. B. kein Einsatz fiir vertrauliche Do-
kumente)
Datenschutzkonforme Nutzung (z. B. kei-
ne Eingabe personenbezogener Daten)
Qualititssicherung (z. B. Pflicht zur Uber-
priifung von Kl-generierten Inhalten)
Haftungsregelungen (z. B. Begrenzung der
Arbeitnehmerhaftung bei Fehlern, beson-
ders fiir die Flle der mittleren Fahrlassigkeit
und hinsichtlich der Hohe des Anspruchs
gegen den Arbeitnehmer)
Klidrung der Verantwortlichkeiten (wer haf-
tet fiir Fehler in KI-generierten Inhalten)

Sensibilisierung und Schulung der Beschéf-
tigten

Viele Beschiftigte nutzen ChatGPT, ohne die
Chancen und Risiken der Software zu kennen.
Der Betriebsrat kann auf Schulungen und kla-
re Leitlinien dridngen, um die Belegschaft fiir
den Datenschutz zu sensibilisieren, sie auf
Haftungsrisiken hinweisen und ihr zu vermit-
teln, wie wichtig eine Uberpriifung KI-gene-
rierter Texte und Empfehlungen ist. Dies kann
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eine sichere Nutzung von Sprachmodellen ge-
wiihrleisten und ist im Ubrigen ein Erfordernis
der KI-Verordnung der EU: Seit Februar dieses
Jahres miissen Unternehmen ihren mit KI-Sys-
temen arbeitenden Beschiftigten »ausreichen-
de« KI-Kompetenz vermitteln (s. auch Beitrag
auf S. ####).

AUF EINEN BLICK

Checkliste fiir eine Betriebsvereinbarung
zu ChatGPT

1. Zuldssige Nutzung: In welchen Arbeits-
bereichen darf ChatGPT eingesetzt
werden?

2. Verbotene Eingaben: Wie ist die
Ubermittlung sensibler Daten und
vertraulicher Informationen an die Kl zu
verhindern?

3. Uberpriifungspflicht: Wer trigt die
Verantwortung fiir den Umgang mit
KI-generierten Inhalten?

4. Haftungsregelungen: Wer haftet wann
und wie sind Beschiftigte vor unwis-
sentlichem Fehlverhalten zu schiitzen?

5. SchulungsmaBnahmen: Der sichere
Umgang mit Kl verlangt verpflichtende
Trainings.

6. Mitbestimmungsrechte: Bei Einfiih-
rung und Nutzung von Kl-Tools wird der
Betriebsrat eingebunden.

Quintessenz: Was Betriebsrite tun kénnen

Der Einsatz von ChatGPT im Arbeitsumfeld
ist nicht per se problematisch, birgt aber er-
hebliche Haftungs- und Datenschutzrisiken
fiir die Beschaéftigten. Betriebsridte konnen die-
se Risiken mindern, indem sie sich friihzeitig
mit dem Thema auseinandersetzen und ihr
Mitbestimmungsrecht ausiiben. Die Einfiih-
rung und Nutzung von ChatGPT und anderen
KI-Anwendungen verlangt erstens klare, in ei-
ner Betriebsvereinbarung verankerte Regeln.
Zweitens gilt es, die Schulung der Beschiftig-
ten sicherzustellen: Wer KI einsetzt, braucht
bestimmte Kenntnisse und Kompetenzen, um
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das verantwortungsvoll tun zu konnen. Das
liegt nicht nur im Interesse des Gesetzgebers,
sondern auch in dem des Betriebs und vor al-
lem im Interesse der Beschaftigten.<

Esther Beckhove , Fachanwiltin fiir
Arbeitsrecht.
www.beckhove.de
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